
doi: 10.1098/rstb.1998.0226
, 543-557353 1998 Phil. Trans. R. Soc. Lond. B

 
K. A. J. White and C. A. Gilligan
 
hyperparasite, systems

−parasite−Spatial heterogeneity in three species, plant
 

Email alerting service
 hereright-hand corner of the article or click 

Receive free email alerts when new articles cite this article - sign up in the box at the top

 http://rstb.royalsocietypublishing.org/subscriptions go to: Phil. Trans. R. Soc. Lond. BTo subscribe to 

This journal is © 1998 The Royal Society

 rstb.royalsocietypublishing.orgDownloaded from 

http://rstb.royalsocietypublishing.org/cgi/alerts/ctalert?alertType=citedby&addAlert=cited_by&saveAlert=no&cited_by_criteria_resid=royptb;353/1368/543&return_type=article&return_url=http://rstb.royalsocietypublishing.org/content/353/1368/543.full.pdf
http://rstb.royalsocietypublishing.org/subscriptions
http://rstb.royalsocietypublishing.org/


Spatial heterogeneity in three-species,
plant±parasite±hyperparasite, systems
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1Department of Zoology, University of Cambridge, Downing Street, Cambridge CB2 3EJ, UK
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This paper addresses the question of how heterogeneity may evolve due to interactions between the
dynamics and movement of three-species systems involving hosts, parasites and hyperparasites in homoge-
neous environments. The models are motivated by the spread of soil-borne parasites within plant
populations, where the hyperparasite is used as a biological control agent but where patchiness in the
distribution of the parasite occurs, even when environmental conditions are apparently homogeneous.
However, the models are introduced in generic form as three-species reaction^di¡usion systems so that
they have broad applicability to a range of ecological systems.We establish necessary criteria for the occur-
rence of population-driven patterning via di¡usion-driven instability. Su¤cient conditions are obtained for
restricted cases with no host movement. The criteria are similar to those for the well-documented two-
species reaction^di¡usion system, although more possibilities arise for spatial patterning with three
species. In particular, temporally varying patterns, that may be responsible for the apparent drifting of
hot-spots of disease and periodic occurrence of disease at a given location, are possible when three species
interact.We propose that the criteria can be used to screen population interactions, to distinguish those that
cannot cause patterning from those that may give rise to population-driven patterning. This establishes a
basic dynamical `landscape' against which other perturbations, including environmentally driven varia-
tions, can be analysed and distinguished from population-driven patterns. By applying the theory to a
speci¢c model example for host^parasite^hyperparasite interactions both with and without host move-
ment, we show directly how the evolution of spatial pattern is related to biologically meaningful
parameters. In particular, we demonstrate that when there is strong density dependence limiting host
growth, the pattern is stable over time, whereas with less stable underlying host growth, the pattern
varies with time.

Keywords: reaction^di¡usion systems; di¡usion-driven instability; host^parasite^hyperparasite
interaction; spatial heterogeneity; spatio-temporal patterning

1. INTRODUCTION

Spatial heterogeneity is a characteristic feature of many
ecological and epidemiological systems and has profound
e¡ects on the dynamics of invasion, growth and
persistence of populations (Levin 1986). The evolution of
spatial heterogeneity may be environmentally driven,
when local or regional variability in driving variables
imposes a spatial structure on population density. Spatial
heterogeneity may also arise, however, in homogeneous
environments where the evolution and persistence of the
pattern is driven by the growth and movement of
interacting populations (Okubo 1980; Murray 1993). The
mechanisms for population-driven spatial heterogeneity
were originally proposed by Turing (1952), in the context
of chemical morphogenesis involving a chemical activator
and an inhibitor. Turing (1952) showed that di¡erent rates
of di¡usion of an activator molecule and an inhibitor,
together with certain nonlinear interactions in the

dynamics of the activator and inhibitor, could lead to the
formation of spatial pattern. This type of pattern has
subsequently been explored for two-species interactions in
ecological contexts by Levin (1986), Segel & Jackson
(1972), Mimura & Murray (1978), and are reviewed in
Okubo (1980) and Murray (1993). Criteria are now well
established for the occurrence of di¡usion-driven
instability in two-species biological systems.

This paper addresses the question of how heterogeneity
may evolve due to interactions between the dynamics and
movement of three-species systems involving hosts, para-
sites and hyperparasites in homogeneous environments.
The models are motivated speci¢cally by the spread of soil-
borne parasites of plants in the presence of hyperparasites
used for biological control.The models, however, are intro-
duced andanalysed in a generic form that hasmuchbroader
applicability to other three-species systems that have
coupled reaction dynamics between two or more of the
species, and for which di¡usive movement of at least two of
the species occurs.These encompass a range of applied disci-
plines including medical as well as botanical epidemiology,
bioremediation of soil pollution andwildlife management.
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There is currently much interest in the spatio-temporal
dynamics of both harmful and bene¢cial micro-organisms
in soil (Bazin & Lynch 1994; Ritz et al. 1994; Gilligan1994;
Gilligan 1995). These comprise a wide range of organisms
including plant pathogenic fungi, bacteria and nematodes,
as well as endomycorrhizal and ectomycorrhizal fungi,
growth-promoting bacteria and organisms involved in the
bioremediation of polluted sites. Many of these organisms
are involved in three-species interactions involving popu-
lations of plant roots, and other microbial antagonists, as
well as the symbiont. Moreover, even in comparatively
homogeneous environments such as an agricultural crop,
the occurrence of micro-organisms is seldom uniform.
The initiation of spatial heterogeneity may, in part, be
accounted for by stochastic e¡ects, for example in the
arrival of inoculum at a given site, or by environmental
variation in soil physical conditions. But persistence of the
pattern extends long after a uniform equilibrium density of
infestation might be expected to occur. We therefore
examine criteria for the evolution and maintenance of
spatial heterogeneity in a selected three-species interaction
involving host, parasite and hyperparasite.

Speci¢cally, we model the host plant as a population of
roots, for which di¡usion models have been used to
describe their spread through soil (Page & Gerwitz
1974). The models also apply to the di¡usive spread of
plants on a plane. We also consider the occurrence of
stationary plant populations with interacting dynamics
with a parasite and hyperparasite. The occurrence of
fungal parasites is modelled as a change in biomass. This
con£ates free-living inoculum in soil with inoculum on
an infected host into a single variable of parasite
biomass. Practically, this equates to the widely used
estimates of inoculum density obtained from bioassays of
soil cores (Gilligan 1983). Di¡usive spread of fungal para-
sites occurs by hyphal growth and release of spores and
other propagules into the soil, where distribution occurs
through water or movement of the soil fauna. We do not
consider here convectional movement of inoculum by
mass £ow of water. The hyperparasite is similarly
modelled as a change in biomass within soil, with
similar di¡usive movement. We do not distinguish
between hyperparasitic fungi, bacteria or other micro-
organisms.

In almost all previous studies, di¡usion-driven
instability has been discussed and investigated for the
simpler two-species system (see, for example, Murray
1993). Othmer & Scriven (1969) did address the question
of three-species interactions for a very general situation.
Our analysis is similar in nature to theirs, although we
investigate linear stability via a di¡erent choice of
parameters, provide speci¢c necessary (and in some cases
su¤cient) conditions for di¡usion-driven instability, and
more importantly, relate the results to the ecological
context which motivated our study.
The importance of this work, in light of the previous

theoretical study, is both to present conditions for di¡usion-
driven instability in a similar way to those well-
documented for two species in the biological literature
(see, for example, Murray 1993), and to discuss the
ecological implications of the model results. Moreover, we
apply the theory developed in the paper to a speci¢c
model for plant^parasite^hyperparasite interactions, to

demonstrate how the theory can be applied and the types
of predictions which can be made. In fact, it is often as
important to understand when pattern cannot be formed
through interaction of movement and temporal dynamics
as to understand when this can occur. Therefore, this type
of work establishes a basic dynamical `landscape' against
which other perturbations, including environmentally
driven variations, can be analysed and distinguished from
a population-driven pattern.

The paper is built around the general three-species
reaction di¡usion system described in } 2. Standard linear
stability analysis in } 3 provides the dispersion relation
used to investigate the role of di¡usion in destabilizing
the homogeneous stable steady state. In } 4 we investigate
conditions for di¡usion-driven instability and then apply
this theory to a model example in } 5.We conclude with a
discussion regarding the importance and value of this
analysis both for host^parasite^hyperparasite systems
and for more general three-species interactions.

2. THE MODEL

To construct the model, we de¢ne the state variables,
H(x, t) is host density, P(x, t) is parasite density, and Q (x,t)
is hyperparasite density. We make the following assump-
tions:

1. Growth and movement for each species are not
coupled.

2. Movement is essentially at random.
3. Movement is not a¡ected either by the presence of a

second species or by the local density of the species.

Moreover, we consider the simplest scenario in which
movement is restricted to one dimension (along a line),
although the techniques used here can be extended to two
space dimensions. We can formulate the above
assumptions into a system of three nonlinear reaction
di¡usion equations which describe the rate of change in
local densities of each species such that, the rate of change
in local density is equal to the growth and decay of the
population plus the random movement (di¡usion). This
leads to (for the host, parasite and hyperparasite, respec-
tively)

@H
@t
� A(H ,P,Q )�DH

@2H
@x2

, (1a)

@P
@t
� B(H ,P,Q )�DP

@2P
@x2

, (1b)

@Q
@t
� C(H ,P,Q )�DQ

@2Q
@x2

, (1c)

where A, B and C represent the intra- and interspeci¢c
dynamics for each of the host, parasite and hyperpara-
sites, and DH, DP and DQ are di¡usion coe¤cients.
This embraces the most general relationships amongst
the three species, allowing for di¡usive movement of all
or some of the components. We derive criteria for spatial
pattern due to di¡usion-driven instability for these most
general forms, before considering particular cases,
notably when there is no movement of the host
(DH � 0), which is particularly appropriate in the
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context of plant^parasite^hyperparasite systems. The
reaction terms (A, B and C) are similarly analysed in
generic form with complete coupling before considering
special cases with partially uncoupled dynamics.

Intraspeci¢c components of the reaction terms include
birth, death or net growth rates. These may be simple
density-independent forms, for example A(H) � (bÿ d)H,
givingexponential growthordecayof thehost inthe absence
of the parasite and hyperparasite.More usually, population
growth will be density dependent. This usually involves
negative inhibition, or more exceptionally synergistic coop-
eration, at higher densities. The former is typi¢ed by the
logistic function, A(H) � rH(1ÿH=K), where K is the
carrying capacity of the host population in the absence of
other e¡ects. Synergism may simply be represented by a
term inH2 (Segel & Jackson1972).The generic forms for A,
B and C encompass a range of interspeci¢c e¡ects from
partial coupling where, for example, the growth of the host
is a¡ected only by the parasite, to complete coupling when
the growth of each species is in£uenced directly by the other
two. Interspeci¢c interactions include infectionterms for the
transmission of infection and the conversion of biomass
between host andparasite, andbetweenparasite and hyper-
parasite. Examples of these terms that encompass classical
functional response and numerical responses of parasites to
changes in host density are given in Gubbins & Gilligan
(1996) and Gilligan et al. (1997). Speci¢c examples are
analysed in } 5.

The model (1a^ c) is simpler in form than the system
studied by Othmer & Scriven (1969) in which cross di¡u-
sion (response to gradients in the other species) was
allowed. We consider the problem on some ¢nite domain
with zero £ux boundary conditions, which mean that
there are no external e¡ects on the system.

Di¡usion-driven instability occurs if a stable steady state
is driven unstable by di¡usion of the interacting popula-
tions (Turing 1952). Mathematically, conditions for
di¡usion-driven instability are calculated by slightly
perturbing the stable steady state of a system and carrying
out linear analysis to determine whether the small pertur-
bations will grow or decay over time (see, for example,
Murray 1993).

3. LINEAR STABILITY ANALYSIS

If it exists, the homogeneous, stable steady state of the
three-species system in (1a^ c) is given by (H*,P*,Q *)
where

A(H*,P*,Q *) � B(H*,P*,Q *) � C(H*,P*,Q *) � 0:

To linearize about this steady state, we set,

H(x,t) � H* � h(x,t),

P(x,t)� P*�p(x,t),
Q (x,t) � Q * � q(x,t),

where jh(x,t)j � H*, jp(x,t)j � P* and jq(x,t)j � Q *. By
convention we choose h, p and q to have the form

h(x,t)� h0e
�t�ikx,

p(x,t)� p0e
�t�ikx,

q(x,t) � q0e
�t�ikx, (2)

where h0, p0 and q0 are constants. The function eikx is
periodic and bounded (jeikxj � 1) and k, the wave-
number, indicates the wavelength of the emergent
spatial pattern (Segel 1984). The parameter � can either
be a real number (in which case spatial patterns emer-
ging are stable over time) or a complex number,
� � p� iq (in which case spatial patterns vary tempo-
rally). In both cases, the sign of the real part of �
(written Re(�)) is crucially important to determine
whether the pattern will grow or not. In particular if
Re(�) > 0, the linearized system grows because je�tj > 1
and there will be spatial patterning, but if Re(�) < 0 the
perturbation decays because je�tj < 1 and the system
returns to the homogeneous steady state. Further details
concerning linear stability analysis can be found, for
example, in Segel (1984) and Murray (1993).

Substituting (2) into (1a^ c) and ignoring terms higher
than linear (because they are too small), we obtain the
algebraic system

�ÿ AH �DHk2 ÿAP ÿAQ

ÿBH �ÿ BP �DPk2 ÿBQ

ÿCH ÿCP �ÿ CQ �DQk2

0@ 1A h0
p0
q0

0@ 1A� 0,

(3)

where the subscripts H, P and Q for A, B and C represent
partial derivatives

AH �
@A
@H

,

evaluated at the stable steady state and so on. For non-
trivial solutions (h0,p0,q0 > 0) we require that

�ÿ AH �DHk2 ÿAP ÿAQ

ÿBH �ÿ BP �DPk2 ÿBQ

ÿCH ÿCP �ÿ CQ �DQk2

������
������ � 0,

which collapses to the dispersion relation

�3 � a1(k
2)�2 � a2(k

2)�� a3(k
2) � 0, (4)

where

a1(k
2) � ÿAH ÿ CQ ÿ BP � (DH �DP �DQ )k

2, (5a)

a2(k
2) �AHCQ � AHBP � BPCQ ÿ CPBQ ÿ APBH

ÿ AQCH ÿ k2(DQBP �DPCQ �DHCQ

�DHBP �DPAH �DQAH)

� k4(DPDQ �DPDH �DHDQ ), (5b)

a3(k
2) �ÿ AHBPCQ � AHCPBQ � APBHCQ ÿ APCHBQ

ÿ AQBHCP � CHBPAQ � k2(ÿDQAPBH

ÿDPCHAQ ÿDHCPBQ �DHBPCQ �DPCQAH

�DQBPAH)ÿ k4(DPDHCQ �DHDQBP

�DPDQAH)� k6DHDPDQ . (5c)

Now Re(�) < 0 provided that

a1(k
2) > 0, a3(k

2) > 0, a1(k
2)a2(k

2)ÿ a3(k
2) > 0 (6)
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(Routh^Hurwitz criteria; see Murray 1993), which are
therefore exactly the conditions for the steady state to be
stable.

Di¡usion-driven instability requires that the stable,
homogeneous steady state is driven unstable by the interac-
tion of the dynamics and di¡usion of the species, and
therefore, from the arguments given above we are
interested in obtaining conditions such that, without di¡u-
sion and with di¡usion, respectively

Re(�(k2 � 0)) < 0,

Re(�(k2 > 0)) > 0,
(7)

for some k2 > 0. In the well-documented two-species
reaction^di¡usion systems (Segel 1984; Murray 1993;
Holmes et al. 1994), di¡usion-driven instability can occur
for some ¢nite range of wavenumbers, producing stable
spatial patterns (essentially independent of initial condi-
tions) which are small disturbances away from the
homogeneous, stable steady state. Extending the system to
consider the interaction of three species adds to the
complexity of observable patterns (Othmer & Scriven
1969).

Linear stability analysis relies on the fact that perturba-
tions away from the stable steady state are small, and
hence the initial conditions which should be used are just
small deviations away from the homogeneous steady state.
In } 5 where we discuss a particular ecological example,
we demonstrate that the spatial patterning predicted by
the linear analysis is also attained when more realistic
initial conditions, far from the homogeneous steady state,
are used. This may not be true in general and will depend
on the nature of the dynamical interactions. However, our
model example shows that linear analysis can be a useful
tool to suggest outcomes for more ecologically realistic
initial conditions.

4. CONDITIONS FOR DIFFUSION-DRIVEN INSTABILITY

As is the case with a two-species reaction^di¡usion
system (Segel 1984; Murray 1993), some general condi-
tions can be obtained regarding the occurrence of
di¡usion-driven instability. For the three-species system
described in this paper, we use (6) and determine
whether, and under what conditions, these inequalities
can be reversed. If any of the three quantities, given in
(6), becomes negative then spatial patterning will be
observed. In this paper, we restrict discussion to the situa-
tion where k2 is real and positive although complex
wavenumbers may produce a complex spatial structure
(Othmer & Scriven 1969). We also show that a change in
the sign of a3(k2) (provided that a2(k2) > 0), produces
¢xed spatial patterning, whereas a change in the sign of
�a1a2 ÿ a3�(k2) can produce spatio-temporal patterns.

Condition 1: a1(k2).The condition a1(0) > 0 can only be
satis¢ed if at least one of AH , BP or CQ is negative (see
(5a)). Biologically this can be interpreted as requiring at
least one of the species to exhibit stable dynamics when
the other two populations are held at constant densities.
Provided that this is the case, a1(k2) is a linear function of
k2 with positive coe¤cients, that is

a1(k
2) � �� �k2,

where � � ÿAH ÿ CQ ÿ BP and � � DH �DP �DQ .
This will always be positive if � > 0 and therefore di¡u-
sion-driven instability cannot be obtained via a1(k2)
becoming negative.

Conditions 2 and 3: a3(k2), a1(k2)a2(k2)ÿ a3(k2). These
are both cubic functions of k2 of the form

y(k2) � b(k2e3 � c(k2e2 � dk2 � h, (8)

with b50 and h > 0. If it exists, the minimum turning
point for y (which is calculated from dy=dk � 0,
d 2y=d2(k2) > 0), occurs at

k2 � k2TP �
ÿc� �c2 ÿ 3bd�0:5

3b
. (9)

Now k2TP is real and positive if

d < 0 or c < 0 (and c2 > 3bd), (10)

and y�k2TP� < 0 if

2c3 ÿ 9bcd ÿ 2(c2 ÿ 3bde1:5 � 27bh2 < 0. (11)

Combining (10) and (11) provides su¤cient conditions to
produce di¡usion-driven instabilityöthe coe¤cients b, c,
d and h for a3(k2) and �a1a2 ÿ a3�(k2) are given in table 1.
Substituting for these coe¤cients into (11) produces a
complicated expression from which little insight can be
gained. Therefore, we concentrate on the conditions c < 0
and d < 0 in (10) which are a necessary prerequisite for
the spatial patterning in which we are interested.

Bycomparing therequirements fora stable, homogeneous
steady state (a1(0) > 0, a3(0) > 0, �a1(0)a2(0)ÿ a3(0)� > 0),
with those required to give spatial patterning (at least one of
a1(k2) < 0, a3(k2) < 0, �a1(k22(k2)ÿ a3(k2)� < 0 for some
non-zero k2), we obtain some general necessary conditions on
the dynamics anddi¡usion coe¤cients for the three species.
These are given in table 2 and are consistent with those for
two species (see Murray 1993)öin particular the rate of
di¡usion for at least one of the species must di¡er from the
others. Provided that all species move (DP, DQ and
DH > 0) a3(k2)!1 as k2 !1, �a1a2 ÿ a3�(k2)!1 as
k2 !1, because the coe¤cient b in both expressions is
positive (table 2), and only a ¢nite range of wavenumbers
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Table 1. Values for the coe¤cients b, c, d and h in the functions
a3(k2) and �a1a2 ÿ a3�(k2) of the cubic (8), which are used to
determine conditions for di¡usion-driven instability

a3 a1a2 ÿ a3

b DHDPDQ (DP+DQ) (DH
2+DPDQ+DHDP

+DHDQ)

c 7(DPDHCQ+DHDQBP
+DPDQAH)

7AH(DP+DQ)(2DH+DP+DQ)
7BP(DH+DQ)(DH+2DP+DQ)
7CQ(DH+DP)(DH+DP+2DQ)

d DH(BPCQ7CPBQ) DH(2AHCQ+2AHBP+2BPCQ
+DP(AHCQ7CHAQ) +C2

Q+B
2
P7APBH7AQCH)

+DQ(AHBP7APBH) +DP(2BPAH+2BPCQ+2CQAH
+A2

H+C
2
Q7BHAP7BQCP)

+DQ(2BPAH+2BPCQ+2CQAH
+A2

H+B
2
P7AQCH7BQCP)

h a3(0) a1(0)a2(0)7a3(0)
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can be driven unstable. This means that the wavelength
of emergent patterns can be estimated and is essentially
independent of the small initial disturbance from the
stable, homogeneous population levels. If one of the
species does not di¡use (DH � 0 say), then b(a3) � 0 and
it is possible to obtain an in¢nite range of unstable wave-
numbers as we describe in } 4.

(a) Fixed or temporally varying patterns?
The analysis above provides us with some necessary

conditions under which the stable steady state is driven
unstable, but it does not describe the temporal nature of
that instability. To do that we must determine whether �
is real (implying ¢xed spatial patterns) or complex
(implying spatio-temporal patterns), and so we set
� � p� iq and substitute into the dispersion relation
obtained in (4). Comparing real and imaginary parts
gives

p3 ÿ 3pq2 � a1(k
2)(p2 ÿ q2)� a2(k

2)p� a3(k
2) � 0, (12a)

3p2qÿ q3 � a1(k
2)2pq� a2(k

2)q � 0. (12b)

From (12b), q � 0 (in which case � is real and given by
(4)) or

q2 � 3p2 � 2a1p� a2.

This expression for q2 can be substituted into (12a) to give


(p) � 8p3 � 8a1p
2 � 2p(a21 � a2)� a1a2 ÿ a3 � 0. (13)

There are two ways in which (13) can admit a positive real
root:

1. If �a1a2 ÿ a3�(k2) < 0, 
(0) < 0, and since 
!�1 as
p!�1 there must be at least one positive root.

2. Alternatively, 
(p) may have a turning point for some p

p � ~p � ÿ2a1 � �a
2
1 ÿ 3a2�0:5
6

> 0,

such that 
( ~p) < 0. A necessary condition for this case
is that a21 � a2 < 0 in order that ~p > 0.

If a2(k2) > 0 then there is always a real value of q
corresponding to a positive value of p so spatio-temporal
patterns occur. If a2(k2) < 0, there is more restriction
because solutions are spatio-temporal if

p > pc �
ÿa1 � �a21 ÿ 3a2�0:5

3
> ~p,

and otherwise they are stable spatial structures (because q2

is negative, q is imaginary and therefore iq is real).
These results are summarized in table 3 and are analo-

gous to those obtained in Othmer & Scriven (1969). We
show below (}5), two variations of a model which can
realistically describe the ecology of a plant^parasite^
hyperparasite interaction, one of which has temporally
stable spatial structure and the other of which varies with
time.

(b) No host movement
One realistic simpli¢cation which can be made in the

three-species system, and which is particularly relevant
to a plant system, is to assume that the host cannot move
via di¡usion (DH � 0). This has no e¡ect on the
structure either of a1(k2) (still linear in k2), or of
[a1(k2)a2(k2)ÿ a3(k2)] (still cubic in k2). However, it
reduces a3(k2) to the quadratic function of k2,

a3(k
2) �ÿDPDQAHk

4 � k2(DP�CQAH ÿ CHAQ �
�DQ �BPAH ÿ APBH �)� a3(0), (14)

which can be used to obtain su¤cient conditions for
di¡usion-driven instability (by a3(k2) becoming negative
for some k2). In particular, we vary AH and discuss the
consequences for stability of the model system. The quan-
tity AH is the rate of change in host density when the
system is close to its steady state, and the other two
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Table 2. Necessary (but not su¤cient) conditions leading to
di¡usion-driven instability for the general three-species model,
using the criteria in equation (10)

(These conditions were obtained by comparing the expressions
in table 2 with the expressions for a1(0), a3(0) and
�a1a2 ÿ a3�(k2) from (5a^c).)

a3 a1a2 ÿ a3

c50 one of AH, BP and CQ
di¡erent sign

ditto

at least one di¡erent
di¡usion coe¤cient

ditto

d50 at least one di¡erent
di¡usion coe¤cient

(2DQ+DH+DP)BHAP
+(2DP+DH+DQ)AQCH
+(2DH+DP+DQ)BQCP50

at least one of following
negative
BPCQ7CPBQ
AHCQ7CHAQ
AHBP7APBH

Table 3. Summary of the e¡ects of coe¤cients from the
dispersion relation (4) on the nature of the spatial pattern which
is observed

a3 a1a27a3 a2 comments pattern

+ + + none no pattern
+ 7 + none spatio-temporal
7 + + none temporally

stable
7 7 7 p4pc spatio-temporal
7 7 7 p5pc temporally

stable
+ 7 7 p4pc spatio-temporal
+ 7 7 p5pc temporally

stable
7 + 7 a21 � a2 > 0 temporally

stable
7 + 7 a21 � a2 < 0,
(~p) > 0 temporally

stable
7 + 7 a21 � a2 < 0,
(~p) < 0

~p4 p < pc
temporally
stable

7 + 7 a21 � a2 < 0,
(~p) < 0
p > pc

spatio-temporal
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densities (parasite and hyperparasite) are ¢xed at their
equilibrium values.

If AH > 0, then a3(k2)!ÿ1 as k2 !1, and in this
case a pattern evolves which will depend on the initial
perturbation. If AH � 0, an in¢nite range of wavenumbers
can again produce di¡usion-driven instability, but now we
require that DPCHAQ �DQAPBH > 0 (the coe¤cient of k2

in (14) is negative). Finally if AH < 0, a3(k2) < 0 only if

F1�DP �CQAHÿCHAQ � �DQ �BPAH ÿ APBH � < 0,

(15a)

and

F2 �(DP�CQAH ÿ CHAQ � �DQ �BPAH ÿ APBH �)2
� 4DPDQAHa3(0) > 0. (15b)

Intuitively these results make senseöas AH decreases, the
system becomes more stable because there is more self-
regulation by the host. Therefore, the requirements on the
model parameters to produce a spatial structure should get
increasingly more severe. These simpli¢ed conditions can
be used to determine the role of the di¡erent model para-
meters in producing di¡usion-driven instability as we
demonstrate with the biological example in } 5.

(c) Uncoupled dynamics
To complete this section we brie£y discuss the case when

the dynamics are partially uncoupled. Suppose, for
example, that the host does not a¡ect the dynamics of the
parasite and hyperparasite such that the dynamics are of
the form

A(H ,P,Q ) B(P,Q ) C(P,Q ). (16)

The dispersion relation (4) simpli¢es to

��ÿ AH �DHk
2�,

��2 � �(ÿ BP ÿ CQ �DPk
2 �DQk

2) (17)

� BPCQ ÿ BQCP � k2(ÿDQBP ÿDPCQ )�DPDQ k
4� � 0.

In this case, di¡usion-driven instability is determined by
the interaction of the dynamics of the parasite (P) and
the hyperparasite (Q ) respectively. `Turing' instability in
two-species systems has been well-documented elsewhere
and requires di¡erent di¡usion coe¤cients and BP and
CQ to be of opposite signs. These conditions are similar to
the ones found here for the three-species interaction. The
spatial dynamics of the host are una¡ected by the parasite
or hyperparasite and since we are perturbing about a
stable steady state, this means that the host population
returns to a homogeneous density distribution. Analogous
results are obtained in the other two complementary situa-
tions where host and parasite dynamics do not depend on
the hyperparasite density (A(H ,P), B(H ,P), C(H ,P,Q )),
and where host and hyperparasite dynamics do not
depend on parasite density (A�H ,Q �, B(H ,P,Q),
C(H ,Q )).

5. APPLICATION OF THE THEORY

To demonstrate the theory described above, we consider
a speci¢c model for plant^parasite^hyperparasite

interactions which can exhibit both stable and temporally
varying spatial patterns.

The dynamics of the plant are split into two parts. In
the absence of the parasite, the plant population grows
logistically with growth rate r and carrying capacity K.
Parasite presence causes plant mortality at a rate of � per
unit parasite. Biomass depletion or mortality of the plant
results in production of the parasite at a rate b per unit
plant. Interaction with the hyperparasite reduces parasite
levels according to a Holling type II predation rate with �
and  measuring the basic mortality and degree of density
dependence, respectively. Finally, hyperparasite produc-
tion occurs at a rate � per parasite per hyperparasite,
and the hyperparasite has a natural decay rate of d.
Combining all of these gives the following forms for A, B
and C:

A � rH 1ÿ H
K

� �
ÿ �PH , (18)

B � bPH ÿ �P
1� P Q , (19)

C � �P ÿ dQ . (20)

Note that as K becomes very large, the intraspeci¢c
density dependence acting on the plant population is
reduced such that as K !1, plant growth is essentially
exponential. The particular form of the functions was
dictated by the desire to use the simplest possible model
formulation which was both a realistic (if simplistic) repre-
sentation of the ecology, and at the same time able to
demonstrate the types of spatial patterning described
above.

(a) Non-dimensionalization
It is convenient to make a change of variable which

reduces the number of model parameters and allows
comparison between relative magnitudes of the para-
meters. De¢ning L as a typical length scale we take

x� � x
L
, t� � DQ

L2
t, �H �

DH

DQ
, �P �

DP

DQ
, H� � H

H*
,

P� � P
P*

, Q � � Q
Q *

, � � L2r
DQ

, K� � K
H*

, d� � d
r
,

�� � Q *

r
�, � � P*,

where P*, H* and Q * are the steady state population levels
for the original dimensional system, as K !1 (exponen-
tial plant growth).With this choice, (1a^ c) becomes

@H
@t
� � H 1ÿH

K

� �
ÿ PH

� �
� �H

@2H
@x2

, (21a)

@P
@t
� �� PH

1�  ÿ
PQ

1� P
� �

� �P
@2P
@x2

, (21b)

@Q
@t
� �d(P ÿ Q )� @

2Q
@x2

, (21c)

dropping the superscript for notational simplicity.

(b) Model analysis
The model system (21a^ c) has a homogeneous steady

state
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P*�ÿJ�(J
2�4K2e0:5

2K
, Q *�P*, H*� (1� )P*

1� P*
,

(22)

where J � 1�  � K�1� � and the Jacobian matrix is

AH AP AQ

BH BP BQ

CH CP CQ

0B@
1CA� �

ÿ(1�)P*

K(1�P*)
ÿ(1�)P*

1�P* 0

�P*

1�
�P*2

(1�P*e2
ÿ�P*

1�P*

0 d ÿd

0BBBB@
1CCCCA.

(23)

Note that AH and CQ are negative, while BP is positive.
The coe¤cients c and d of the cubic functions a3(k2) and
�a1a2 ÿ a3�(k2) together with the expressions for a1(0),
a3(0) and �a1a2 ÿ a3�(0) are given in table 4 with

� � P*

1� P*
,

from which the following observations can be made:

1. a1(0) > 0, if d (the ratio of plant growth to hyperpara-
site death rate) is su¤ciently large, and/or � (a measure
of hyperparasite-induced parasite mortality to plant
growth rate) is su¤ciently small.

2. a3(0) is always positive.
3. c(a3) < 0 requires that �P is smaller than 1, and/or �H

(conditions on the relative di¡usion rates).
4. c(a1a2 ÿ a3) < 0 could occur if �P < �H .

5. d(a3) > 0 for 4 1 is a minimum requirement. The
parameter  is related to the degree of density depen-
dence in hyperparasite-induced parasite mortality.

6. d(a1a2 ÿ a3) < 0 will require large .

These observations are not exhaustive, and may not be
su¤cient on their own, but they serve to illustrate the ways
in which the theory can be related back to the model para-
meters. In particular, it is striking to note that conditions
on c in both cases are related to movement parameters,
and those on d are associated with the dynamical interac-
tions. Moreover, these observations agree with the
conditions given in table 2. With reference to these, it is
apparent, using (23), that the necessary conditions for
c(a3) < 0, c(a1a2 ÿ a3) < 0 and d(a1a2 ÿ a3) < 0 can be
satis¢ed, but that d(a3) is always positive if 4 1.

In the case of no host movement (�H � 0), a3(k2)
reduces to a quadratic function and more speci¢c criteria
can be obtained as we show in } 5(d) below.

(c) Numerical simulations
The conditions obtained from the coe¤cients were used

to ¢nd parameter domains in which spatial patterning
(both stable and temporally varying) would be observed.
With the value of K relatively small, the density dependent
constraints on the host are large and in this case a3(k2)
becomes negative (¢gure 1), suggesting that the spatial
patterning is stable over time (� is real). This is veri¢ed in
two model simulations which are shown in ¢gures 2 and 3.
The di¡erence between these two simulations is not in
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Table 4. Coe¤cients which play a role in determining conditions for di¡usion-driven instability, for the model system (21a^c)
where � � P*=(1� P*)

no di¡usion: coe¤cients for a stable steady state

a1(0) �

�
(1� )�

K
� d ÿ ��2

�

a1a2 ÿ a3(0) � 3
�
(1� )�

K
� d ÿ ��2

��
d(1� )�

K
ÿ (1� )��3

K
� d��
(1� P*)

� �P*�

�
ÿ d�3�P*� 1� 1� 

K(1� P*)2

� �
a3(0) d�3��P*

�
1� 1� 

K(1� P*)2

�

di¡usion: coe¤cients with a role in spatial patterning

c(a3) � �P�Hd ÿ �H��2 � �P (1� )�K

� �

c(a1a2 ÿ a3) �

�
(�H � �P)(�H � �P � 1)d ÿ (�H � 1)(�H � 2�P � 1)��2 � (�P � 1)(2�H � �P � 1)

(1� )�
K

�
d(a3)

� 2
�
�H

d��
(1� P*)

� �P d(1� )�K
� �P*�ÿ �(1� )�

3

K

� ��

d(a1a2 ÿ a3) 2� 2(�H � �P � 1)�
d(1� )

K
ÿ (1� )��2

K
ÿ d��

� �
� � 2(�H � �P)(d2 � �P*�)

�(1� �H)(�22�4)� �2(1� �P) d��� (1� )2�2

K2

� �
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parameter values but in initial distributions. In ¢gure 2,
the homogeneous steady state was subjected to a small
random perturbation to give initial conditions consistent
with the linear analysis carried out above. In ¢gure 3,
ecologically realistic initial conditions were used to
represent a point source of parasite inoculum in a host
and hyperparasite system exhibiting small random
£uctuations about the homogeneous steady state. In both
cases (¢gures 2 and 3), the model system settles to a time-
independent spatially heterogeneous distribution with the
same wavelength. The translation of the spatial pattern
between ¢gures 2 and 3 is caused by the di¡erences in
initial disturbance. The important point is that the wave-
length in the two patterns is essentially the same,
indicating that the pattern predicted by the linear theory is
an attractor for a wide range of initial conditions. For large
values of K, host growth is essentially exponential (in the
absence of parasite induced mortality), �a1a2 ÿ a3�(k2) is
negative for some values of k2 (¢gure 4) and the resulting
pattern, as shown in ¢gure 5 for initial conditions consistent
with the application of linear theory, varies with time. In
¢gure 6 we show the model solution for the initial condi-
tions used in ¢gure 3. Again, we obtain the same spatio-
temporal pattern observed in ¢gure 5 and conclude, in this
case, that the model solution predicted by linear theory is a
good indicator for the behaviour of the solution with more
general initial conditions.

These results are intuitively pleasing, not only because
the behaviours predicted by the linear theory extend to
more realistic initial conditions, but also because the less
stable underlying host growth patterns correspond to a
less stable spatial structure.

(d) No host movementösu¤cient conditions for
patterning

One simplifying assumptionwhich is particularly appro-
priate in the context of a plant^parasite^hyperparasite

system is that the plant (host) does not move, and hence,
DH � 0.

As described in } 4(b), this reduces a3(k2) to a quadratic
function but leaves �a1a2 ÿ a3�(k2) as a cubic. Therefore we
consider su¤cient conditions for di¡usion-driven
instability via a sign change in a3(k2) only.

If K !1, AH ! 0 and a3(k2) is the linear function,

a3(k
2) � ÿAPBHk

2 � a3(0),

which is a positive function for all k2 5 0 because AP and
BH are of opposite sign; therefore spatial patterning will
not arise due to a change in the sign of a3(k2), although it
still could via a change in �a1a2 ÿ a3�(k2).

With K �1, AH is negative and the conditions F1 < 0,
F2 > 0 given in equations (15a)^(15b) are

F1 � �2 �P
d(1� )�

K
ÿ (1� )��3

K
� ��P*

� �
< 0, (24a)

F2 � �4 �P
d(1� )�

K
ÿ (1� )��3

K
� ��P*

� �2 

ÿ 4�Pd�(1� )P*�2

K
1� 1� 

K(1� P*e2

� ��
> 0.

(24b)

These inequalities were used as critical functions to
determine the role of di¡erent parameter values (all of
which satisfy conditions for the homogeneous steady state
to be stable in the absence of di¡usion), in di¡usion-driven
stability. In ¢gure 7 we show the inequalities (24a^ c) from
which it can be seen that di¡usion-driven instability (via
a3(k2) becoming negative) is more likely to occur if

1. K, the dimensionless carrying capacity is small (¢gure
7a).

2. �, the dimensionless maximum hyperparasite-induced
parasite mortality is large (¢gure 7b).

3. , the dimensionless measure of density dependence in
parasite mortality is small (¢gure 7c).

4. �P, the ratio of the parasite to hyperparasite di¡usion
rates is comparatively small (¢gure 7d).

5. d, the hyperparasite mortality rate is small (¢gure 7e).

The parameter � plays no part in this process since it is
a factor of F1 and hence if F1 is negative for some para-
meter combination, altering � will not change its sign.

6. DISCUSSION

Wehave developedandtested atheoretical framework for
the analysis of population-driven spatial pattern in three-
species systems, involving di¡usion-driven instability.
Criteria are derived that identify certain broad classes of
population behaviour, in which ¢xed (¢gures 2 and 3) or
temporally varying (¢gures 5 and 6) spatial pattern
amongst the species can or cannot occur by di¡usion-
driven instability in otherwise homogeneous environments.
This establishes abasic dynamical`landscape'against which
other perturbations, including environmentally driven or
stochastic variations, can be analysed and distinguished
from apopulation-driven pattern.
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Figure 1. Coe¤cients of the dispersion relation (4) for the
dimensionless system (21a^c). For di¡usion-driven instability
to arise, at least one of the coe¤cients (in this case a3(k2)) must
be negative for some range of k2. The model parameters used
here are: K � 10, � � 1, � � 15, d � 5,  � 4, DH � 1 and
DP � 0:1. The instability arises because c(a3) is negative (whilst
�c2 ÿ 3bd�(a3) > 0).
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The models are introduced in generic form so that they
have broad applicability to a range of interacting
populations. These are initially analysed with complete
coupling amongst all three species. Subsequently,
restricted classes of interaction are considered, where
there is no di¡usion of one species and when the coupling

amongst populations is reduced.The models are motivated
for host^parasite^hyperparasite systems, which comprise
two overlapping sets of activators and inhibitors (the host
and parasite, and the parasite and hyperparasite, respec-
tively). Amongst hosts, parasites and hyperparasites,
spatial patterning can lead to hot-spots of disease, where
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Figure 2. Model solution using the parameters given in ¢gure 1. The initial condition for each species was given by small, random
£uctuations about its stable, homogeneous steady state level. The spatial pattern which is produced by di¡usion-driven instability is
stable over time and has an approximate dimensionless wavelength of two units. (a) Host; (b) parasite; (c) hyperparasite.
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Figure 3. Model solution using the parameters given in ¢gure 1. The initial condition for the host and hyperparasite was as for
¢gure 2. The initial condition for the parasite was given by the expression P(x, 0) � exp�ÿ5(xÿ 2)2�. On the left-hand side we show
these initial conditions, and on the right-hand side the stable spatial pattern which is attained. The solution was split in this way
because of large transient population levels, which meant that the amplitude of the ¢nal distributions was not easy to see if the
complete time series was shown in a single ¢gure. The ¢nal spatial distribution of the three species matches that given in ¢gure 2,
subject to translation with the same dimensionless wavelength (approximately two units). (a) Host; (b) parasite; (c) hyperparasite.
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inoculum density of a pathogenic parasite and its
hyperparasite increases and the host decreases (cf. ¢gures
2^3 and 5^6). We distinguish between necessary
conditions, given in table 2 for the generic models, and
su¤cient conditions, derived in }} 4(b) and 5(d) for
restricted cases with no host movement. Necessary condi-
tions imply only that patterning may occur: failure to
satisfy the necessary conditions in table 2, however,
means that patterning due to di¡usion-driven instability
will not occur. Su¤cient conditions infer that patterning
will occur. We propose that the necessary criteria in
table 2 can be used to screen hypothetical population
interactions, to distinguish interactions that cannnot
cause patterning from those that may give rise to
population-driven patterning. Table 3 may then be used
to identify the nature of the spatial pattern, if it is likely
to occur.

Di¡usion-driven instability requires a stable equilibrium
amongst the species in the absence of movement (Turing
1952). Moreover, spatial patterning in population density
cannot arise in three-species systems, without coupled
reaction dynamics between two or more of the species
and di¡usive movement of at least two of the species. In
common with two-species interactions, su¤cient criteria
impose quite restrictive conditions on the occurrence of
di¡usion-driven instability. They require that di¡usion is
faster in the inhibitor (cf. the hyperparasite), than in the
activator (cf. the parasite) species. They also require that
at least two of the three possible pairs of partial derivatives
(AH , BP, CQ), for the community (May 1974) or Jacobian
matrix, di¡er in sign (cf. equation (23)). Here the partial
derivatives de¢ne the rate of change of the population
close to the equilibrium density. The requirement that
two out of the possible three of the (intraspeci¢c) diagonal
elements of the community matrix di¡er, is less restrictive,
however, than for two-species systems, where both must
di¡er (Okubo 1980). This raises an interesting question
for future work on whether this result compounds for a

large system: that is, if a large number of species interact,
are small di¡erences in their respective di¡usion coe¤-
cients su¤cient to give rise to spatial patterning via
di¡usion-driven instability?

Three-species systems also admit the possibility of
temporally varying spatial patterns (Othmer & Scriven
1969), which cannot occur in two-species systems. These
spatio-temporal oscillations, arising from di¡usion-driven
instability, can be distinguished from temporal oscillations
which arise in the absence of movement, by inspecting the
stability of the dynamical interaction in the spatially
homogeneous case. Again, it would be interesting to inves-
tigate the e¡ect of random movement on a system of three
or more species in which their dynamical interactions
alone exhibit temporal oscillations. The oscillations are of
practical importance because they can lead to the
apparent drifting of hot-spots of disease and periodic
occurrence of disease at a given location, even under
homogeneous agricultural conditions. They may also give
rise to drifting in the location of bene¢cial micro-organ-
isms in bioremediation and biological control.

The requirement for a markedly faster rate of di¡usion
of the inhibitor compared with an activator further
restricts the occurrence of this form of population-driven
pattern. Parasites may di¡use faster than their hosts,
when they are spread by random movement of a vector
such as an aphid or nematode, or when they are facultative
parasites with a saprophytic lifestyle, as with many fungal
parasites. Data are scarce for the movement of parasitic or
hyperparasitic biological control agents, but here,
nematodes are likely to move faster than bacteria and
fungi.

Experimental testing of the hypotheses for spatial
patterning in three-species interactions requires spatially
homogeneous environmental conditions in order to
distinguish between population-driven and environmen-
tally driven pattern. Homogenous conditions can be
obtained in certain natural and agricultural environ-
ments, where, for example, soil physical properties are
uniform at the scale of interest and water is not limiting.
Immediate experimental progress, however, is likely to
come from the use of microcosm experiments, in which
environmental conditions are strictly controlled and
treatments can be replicated. Three-species interactions
involving plant or invertebrate hosts with bacterial,
fungal or nematode parasites and hyperparasites are
ideally suited for experimentation in microcosms: for
example, epidemics involving a host (radish), a fungal
parasite (Rhizoctonia solani), and a biological control
agent in the form of a fungal hyperparasite (Trichoderma
viride), can be completed within 15^20 days in replicated
microcosms (Kleczkowski et al. 1996, 1997; Bailey &
Gilligan 1997). Densities of many microbial parasites
and hyperparasites can be assayed by molecular
methods (Dewey et al. 1997). The radish microcosm is
well suited to the analysis of movement of the parasite
and hyperparasite with a static host population. Similar
systems can be devised for other combinations of fungal,
bacterial or nematode parasites, or hyperparasites, while
a change of host to a grass or cereal yields a dynamically
changing root population. Experimental testing, using
microcosms is not restricted to plant disease: it can also
be applied to aerial pathogens, to invertebrate hosts and
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Figure 4. Coe¤cients of the dispersion relation (4) for the
dimensionless system (21a^c). For di¡usion-driven instability
to arise, at least one of the coe¤cients (in this case
a1(k2)a2(k2)ÿ a3(k2)) must be negative for some range of k2.
Model parameters used here are: K � 500, � � 1, � � 2, d � 2,
 � 4, DH � 0:04 and DP � 0:02. Both c(a1a2 ÿ a3) and
d(a1a2 ÿ a3) are negative with �c2 ÿ 3bd�(a1a2 ÿ a3) > 0.
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to interacting species of bene¢cial and harmful micro-
organisms in soils, foods and other stored products. We
propose that once the reaction terms for interacting
species are identi¢ed and tested, and preliminary esti-
mates are derived for rates of di¡usion, the necessary
conditions in table 2 can be used to separate those inter-

actions where population-driven patterning is not
possible by di¡usion-driven instability, from those where
it may occur. Subsequent microcosm experiments may
then be used to test the hypotheses, to revise models
and to assist in devising sampling protocols for e¤cient
characterization of spatial pattern.
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Figure 5. Model solution using the parameters given in ¢gure 4. The initial condition for each species was given by small random
£uctuations about its stable, homogeneous steady state level. The spatial pattern which is produced by di¡usion-driven instability
varies temporally, and has a dimensionless spatial wavelength approximately equal to ¢ve units and dimensionless temporal
wavelength of around 1200 units. (a) Host; (b) parasite; (c) hyperparasite.
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We derived su¤cient conditions for spatial patterning of
a relatively simple system with restricted dynamics (18^
20), without host movement. The model is characterized
by a logistic function for host growth that in the limit
includes exponential growth as a special case. There is a
simple mass-action contact rate between the host and

parasite, with a simple functional response for the contact
rate between the parasite and hyperparasite. Non-dimen-
sionalization assisted the analysis of the dynamics by
reducing the numbers of parameters, although it is
neither unique (other transformations are, of course,
possible), nor is it essential to demonstrate spatial
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Figure 6. Model solution using the parameters given in ¢gure 4. The initial condition for the host and hyperparasite was as for
¢gure 5. The initial condition for the parasite was given by the expression P(x,0) � exp�ÿ5(xÿ 2)2�. The stable spatio-temporal
patterning which is produced, matches, with translation, that shown in ¢gure 5 to give an oscillatory spatial pattern, with a
dimensionless spatial wavelength approximately equal to ¢ve units and dimensionless temporal wavelength of approximately 1200
units. (a) Host; (b) parasite; (c) hyperparasite.
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patterning. However, the simpler the model, the easier it is
to determine how the solution is a¡ected by the para-
meters. Inspection of ¢gure 7 shows how changing one
parameter, while holding the others constant, can switch
the behaviour from homogeneous to heterogeneous
pattern, due to the occurrence of di¡usion-driven
instability. The model can easily be extended to consider
alternative forms of functional response for the parasite^
hyperparasite interaction (Gubbins & Gilligan 1996,
1997), and for the parasite^host interactions (Mimura &
Murray 1978; Gilligan et al. 1997). We note, in particular,
the intermediate generic models used by Mimura &
Murray (1978), to generalize the forms of density depen-
dence in intraspeci¢c terms, that enabled them to
elaborate the models introduced by Segel & Jackson
(1972) for two-species interactions. We do not pursue this
here, having presented a generic form that embraced
inter- and intraspeci¢c terms.

The dynamics of host growth a¡ect the temporal
behaviour of spatial patterning. Thus, when there is
strong density dependence limiting host growth, the
pattern is stable over time (¢gures 2 and 3), whereas with
less stable underlying host growth (i.e. with negligible
intraspeci¢c density dependence), the pattern varies with
time (¢gures 5 and 6).We also derived and tested a set of
conditions on the parameters for the reduced model with
no host movement (cf. ¢gure 7). These criteria can be
translated into testable biological hypotheses, for
example, that �, the dimensionless parameter for the
maximum hyperparasite-induced parasite mortality, is
greater than a certain critical value (cf. � > 4 in ¢gure

7b). The case of a static host, with no di¡usion, can be
further simpli¢ed by uncoupling host dynamics so that
the parasite and hyperparasite essentially interact in a
homogeneous host density. Then the criteria for di¡usion-
driven instability revert to the two-species interaction
between the parasite and hyperparasite.

The results given here for three-species interactions
provide a basis for the detection, analysis and prediction
of population-driven patterning due to di¡usion-driven
instability. They extend and qualify the work of Othmer
& Scriven (1969) in an ecological context. Although the
models are motivated speci¢cally for the spread of soil-
borne parasites of plants, they encompass a range of
applied disciplines that involve microbial or invertebrate
parasites and antagonists. The range includes medical
epidemiology, wildlife management and bioremediation
of soil pollution, as well as aerial epidemics of plants in
both natural and agricultural communities. Both the
generic models and the speci¢c models are based on
assumptions common to many reaction^di¡usion
models: that growth and movement can be separated into
a reaction term and a simple di¡usion term; that
parameters are constant over time and space; and that
there are zero £ux boundary conditions, so that there is
no external in£uence on the system. Of these assumptions,
the temporal and spatial constancy of parameters is likely
to attract most attention in ecological modelling. Periodic
forcing has been widely used in temporal models of
epidemic and ecological processes to simulate seasonal
changes in birth, death and transmission parameters
(Anderson & May 1981; London & Yorke 1973; Schwartz
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Figure 7. Evaluation of the inequalities (24a^b) to show how di¡usion-driven instabilities depend on the various model parameters.
In (a) � � 5, � � 10, d � 0:2,  � 12, and DP � 0:1; (b) � � 5, K � 1, d � 0:2,  � 12, and DP � 0:1; (c) � � 5, K � 1, � � 10,
d � 0:2, and DP � 0:1; (d) � � 5, K � 1, � � 10, d � 0:2, and  � 12; and (e) � � 5, K � 1, � � 10,  � 12, and DP � 0:1. The
solid line represents F1 and the dashed line F2. For di¡usion-driven instability, F1 < 0 and F2 > 0.
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1985). Sherratt (1995) has analysed the e¡ects of temporally
varying di¡usion parameters in certain models, while
Maini et al. (1992) and Shigesada et al. (1987) have made
some progress in the analysis of spatially varying di¡usion
parameters. Future challenges lie in linking these
approaches and in testing the models against experimental
data, for which soil-borne microbial systems, amongst
others (Gilligan 1994, 1995; Kleczkowski et al. 1996;
Gubbins & Gilligan1996, 1997) provide a rich source.

This work was supported in part by the Wellcome Trust
(K.A.J.W.) and by the Biotechnology and Biological Sciences
Research Council (C.A.G.).
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